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Abstract—This paper presents the Single-Radio Adaptive
Channel (SRAC) algorithm which enables dynamic spec-
trum access in multi-hop wireless ad hoc networks where
each node has only one half-duplex radio (transceiver). De-
signed as a relatively independent module, SRAC can up-
grade various existing single-radio legacy Medium Access
Control (MAC) protocols to be dynamic spectrum access
capable, achieving efficient use of the spectrum, relaxing
their operating conditions, and naturally supporting mul-
ticast applications. The SRAC algorithm is characterized
by three features: (a) dynamic channelization in response
to jamming, primary spectrum users and channel load, (b)
“cross channel communications”, and (c) as-needed use of
spectrum. We evaluate the performance of SRAC through
analysis and QualNet simulations.

Index Terms— Medium Access Control (MAC), ad hoc
networks, dynamic spectrum access, multicast, jamming,
primary spectrum users.

I. INTRODUCTION

Spectrum availability imposes a significant constraint
on the performance of wireless ad hoc networks. This
is rooted in Gupta and Kumar’s network capacity the-
ory [1] and in Shannon’s channel capacity theory [2]. The
spectrum suitable for wireless communications has largely
been allocated statically to the so-called primary spectrum
users, and it has become more and more difficult to find un-
allocated spectrum for new wireless applications. On the
other hand, recent studies show that the allocated spectrum
is well under-utilized in most areas [3]. The discrepancy
in spectrum allocation and utilization suggests a solution:
spectrum availability will no longer be a problem if wire-
less nodes are allowed to access the allocated spectrum that
is not currently being used by the primary spectrum users.
As the primary spectrum users come and go, the spec-
trum used by wireless nodes becomes dynamic. DARPA’s
XG program [4] is one pioneering effort to promote this
concept. Research has been done to develop mechanisms
to detect the presence of primary spectrum users, and to
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access the idle spectrum in ways that conform to certain
spectrum policies [5], [6], [7].

As a result of dynamic spectrum access, and due to the
fact that different nodes in a wireless ad hoc network may
be affected by different primary spectrum users that use
different spectrum, there may be multiple dynamic chan-
nels being used in a wireless ad hoc network at any given
point of time. In this sense, a dynamic spectrum access
network is essentially a multi-channel network, except that
the channels are dynamic. If each node chooses its own
dyanmic channel disregarding other nodes’ choices, the
network might be partitioned into many small fragments,
each on a different dynamic channel, thus hindering effec-
tive communications. To avoid this, coordination must be
taken into account in dynamic channel selection. Efforts
on this have been made by [8], [9], [10].

There exist many legacy MAC protocols designed for
wireless ad hoc networks operating in static spectrum en-
vironments. They alone are inadequate to materialize dy-
namic spectrum access. However, with physical layer sup-
port for dynamic channelization and switching, and with
the knowledge of the dynamic channel of the receiver,
legacy MAC protocols can be enhanced to achieve dy-
namic spectrum access capability. In this paper, we fo-
cus on single-radio legacy MAC protocols, and propose
the Single Radio Adaptive Channel (SRAC) algorithm to
upgrade them to be capable of dynamic spectrum access.

The SRAC algorithm also handles jamming, assuming
that the node has the ability to detect jamming. More im-
portantly, the SRAC algorithm is efficient in supporting
multicast (one to many) communications, which is often
implemented as broadcast at the MAC layer[11]. Multi-
cast is important to many applications, e.g., a group leader
giving commands to group members in tactical environ-
ments[12], but it is not well supported by existing multi-
channel MAC protocols. In some of these protocols, nodes
are distributed on a number of different channels regard-
less of the capacity demand, and as a result, in order to
make a broadcast reach all neighbors multiple transmis-
sions are needed. In some other multi-channel MAC pro-
tocols, broadcast is carried out in a dedicated control chan-
nel. However, such a channel may not even exist due to the
heterogeneity of spectrum availability across a dynamic
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spectrum access network and even if it does it may lead
to the control channel saturation problem[13].

The proposed SRAC algorithm addresses this issue
while providing various additional support for dynamic
spectrum access. In particular, SRAC offers the following
features:
• a feasible adaptive channelization scheme,
• as-needed use of spectrum, which naturally results in ef-
ficient support for multicast,
• obviates the need for a transmitter and a receiver to be
both interference free for the success of a transmission,
thus relaxing the operating conditions,
• can use a single radio for everything, including spectrum
sensing, control information exchange, and data transmis-
sion, and
• does not rely on network-wide time synchronization.

The rest of the paper is organized as follows. Section
II briefly reviews related work and explains the motiva-
tion of this paper, Section III presents the details of the
SRAC algorithm, Section IV provides the simulation re-
sults, Section V briefly discusses hardware implementa-
tions, and Section VI concludes the paper.

II. RELATED WORK AND MOTIVATION

There are a number of MAC protocols recently pro-
posed in the literature for dynamic spectrum access. In
[10], a theoretically optimal MAC protocol based on the
Partially Observable Markov Decision Process (POMDP)
was proposed for time slotted network systems. It requires
network wide synchronization, which, however, is not easy
to achieve in a typical distributed wireless network in a
cost effective manner [14][15]. In [9], the Dynamic Open
Spectrum Sharing (DOSS) protocol was proposed to al-
low rather flexible use of the available spectrum, which,
although eliminates the hidden and the exposed terminal
problems in dynamic spectrum access environments, re-
lies on a common control channel. Due to heterogeneity
in spectrum use by jammers or primary spectrum users,
different nodes may have different available spectrum, and
a common control channel may not always exist. In addi-
tion, a fixed common control channel may result in the
control channel saturation problem[13]. In [16], nodes
are grouped according to local spectrum availability, and
a distributed voting scheme is then used for each group to
adaptively select its own common communication chan-
nel. This approach obviates the need for a network-wide
common control channel, but it incurs group-wide com-
munication overhead.

Many legacy multi-channel MAC protocols have been
proposed for traditional static spectrum access environ-
ments. They are closely related to the dynamic spectrum

access research because dynamic spectrum access essen-
tially results in multiple channels for the nodes to ac-
cess, although the channels are dynamic in nature. Adopt-
ing the terminologies in [17], multi-channel MAC pro-
tocols can be classified into four categories: dedicated
control channel, common hopping, split phase, and mul-
tiple rendezvous. In dedicated control channel, two radios
(transceivers) are used with one radio assigned to the ded-
icated control channel for control information exchange
and the other one assigned to the data channels for data
transmission. An example of this approach is the Dy-
namic Channel Assignment (DCA) algorithm [18]. The
other three categories use only one radio. In common hop-
ping, nodes hop together quickly, and a pair of nodes stop
hopping if they agree to communicate and rejoin the com-
mon hopping pattern after the transmission ends. Channel
Hopping Multiple Access (CHMA) [19] is an example of
this approach. In split phase, time is divided into control
periods during which all nodes tune to a common control
channel for control information exchange, and data peri-
ods during which data transfer takes place on data chan-
nels. The Multichannel Access Protocol (MAP) [20] is an
example of this approach. In multiple rendezvous, each
node has a unique pseudo random channel hopping se-
quence, and in order to communicate the transmitter jumps
to the receiver’s hopping sequence. Slotted Seeded Chan-
nel Hopping (SSCH) [13] is an example of this approach.
These legacy multi-channel MAC protocols share some of
the shortcomings with the dynamic spectrum access MAC
protocols reviewed above. The dedicated control channel
protocols and split phase protocols have the same prob-
lem as DOSS. The split phase protocols and multiple ren-
dezvous protocols have the synchronization problem as the
one proposed in [10].

All these MAC protocols, either non-legacy or legacy,
have various limitations in supporting dynamic spectrum
access. First, the available spectrum is either not fully uti-
lized, or is hard to use in practice. Except DOSS [9], all
protocols suppose that a set of fixed non-overlapping chan-
nels are given, and a node can use only one of the channels
at a time. However, if a node were allowed to dynamically
combine available channels, better network performance
would be achieved. For example, if two adjacent chan-
nels are available, they can be combined as a new channel
to double the link capacity. This combination of channels
is feasible with the Software Defined Radio (SDR) tech-
nology [21]. DOSS [9] improves on this by allowing the
use of arbitrary segments of spectrum for communications,
but the same scheme poses challenges to computation re-
sources, thus making it difficult to implement in practice.

They are ineffective in supporting multicast [12], [11].



As mentioned early, to support multicast applications, the
MAC layer only needs to support broadcast. The wire-
less medium is broadcast in nature, that is, a single shot
of transmission could be potentially heard by all receivers.
In single-channel environments, broadcast is done effec-
tively, since all nodes are on the same channel. In multi-
channel environments, however, nodes may be on differ-
ent channels. The sender has to take one of the two ap-
proaches: (1) doing separate broadcast transmissions on
each channel; (2) informing the receivers to go to a com-
mon channel by transmitting a short notice on every chan-
nel, and then doing broadcast on the common channel. In
either case, it requires multiple transmissions, and the mul-
ticast efficiency is inversely proportional to the number of
channels on which the receivers are. This motivates us to
minimize the number of different channels being used in a
network provided that there are enough number of chan-
nels to support desired network performance. Alterna-
tively, broadcast can be done on a dedicated control chan-
nel, as done in the DCA protocol [18]. However, this may
lead to the control channel saturation problem [13]. Nev-
ertheless, if there is more spectrum available, we may in-
crease the bandwidth via dynamic channelization to solve
the control channel saturation problem.

They (except DOSS) hold an inappropriate pre-
condition on the success of a wireless transmission, that
is, not only the receiver but also the transmitter should be
interference free. This pre-condition is unnecessarily strin-
gent, however, since interference at the transmitter alone
has no impact on the fate of a transmission. We do not need
to require a channel to be idle when a transmitter transmits
provided that the transmission does not disrupt primary
spectrum users and other legitimate users. Otherwise, pos-
sible communications would not be allowed. To see this,
consider an example in Fig.1, where nodes A and B try
to communicate in the presence of two jamming sources.
The shade indicates the area affected by jamming. There
is no common spectrum where both node A and node B
are free of jamming. None of the MAC protocols (except
DOSS) will think communications between nodes A and
B is possible. But if we notice the difference between the
channel state requirements for the transmitter and the re-
ceiver, we can design a scheme to enable the communica-
tions. Specifically, node A transmits over channel 3, where
node B can listen without interference, and node B trans-
mits over channel 4, where node A can listen without inter-
ference. We call this scheme cross channel communication
since the two-way MAC layer communications takes place
across two channels, and we will see shortly that it plays
an important role in dynamic spectrum access networks.

1 0 2 43

Node A

1 0 2 43

Node B

Node A

Node B

Frequency

Fig. 1. Nodes A and B under hostile jamming can still com-
municate even if there is no common idle spectrum; the shades
indicate the spectrum being jammed.

III. THE SRAC ALGORITHM

A. Assumptions and System Architecture

We make the following assumptions in the design of the
SRAC algorithm:
• Each node has a single half-duplex radio (transceiver).
When it transmits, it cannot receive, and vice versa.
• The radio can operate at multiple evenly spaced carrier
frequencies, and can adjust its filters to pass a number of
different bandwidths.
• The node is already capable of detecting the presence of
jammers and primary spectrum users.

The first assumption is quite relaxed, as many commer-
cially available radios used for data communications, such
as WiFi cards, indeed operate in the half-duplex mode.
The second assumption requires the radio to have dynamic
channel switching capability, which is also quite relaxed
and is in fact offered by many products such as WiFi
cards and Software Defined Radios [21], although they
may switch channels at quite different speeds. The last as-
sumption is usually a difficult one to meet in practice, be-
cause there are various ways to jam a distributed wireless
network [22]. For instance, a jammer can disrupt normal
packet reception by either continuously sending a signal
coded from random bits or sending fake legitimate packets.
The detection of primary users is also difficult, because it
is hard to estimate the impact of a transmission on poten-
tial primary spectrum users based on the observation at a
transmitter alone [6][7]. In this paper, we do not address
the methods of detecting jammers and primary spectrum
users, which are discussed in details in [22], [6], [7]. In-
stead, we focus on the MAC protocol design, assuming
that each node can reliably detect jammers and primary
spectrum users.

The objective for the SRAC algorithm is to provide
channel availability information to each node based only
on local information so that existing legacy single-radio
MAC protocols can be leveraged to provide other impor-
tant MAC functionalities such as Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) [23] and
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Fig. 2. The SRAC algorithm combined with a single-channel
MAC protocol forms a spectrum agile MAC protocol.

Automatic Repeat Request(ARQ) [24] in a dynamic spec-
trum environment. Note that the legacy MAC protocols
could be very different, some being asynchronous such
as the IEEE802.11 DCF, and some being synchronous
such as time-slotted Node Activation Multiple Access
(NAMA) [25]. The SRAC algorithm is designed as a rel-
atively independent module for broader applicability. The
place of the SRAC algorithm in the system architecture
is illustrated in Fig. 2. With the SRAC algorithm, a
legacy MAC protocol is transformed to a new spectrum
agile MAC protocol.

B. Key Features of SRAC

B.1 Adaptive Channelization

Adaptive channelization is a trade off between perfor-
mance and practicality. In traditional approaches, a radio
is pre-configured to use only a few fixed channels and can
use only one at a time. This imposes a stringent constraint
on the usable spectrum and hence a strong limitation on
the network performance, as discussed early in Section II.
On the other hand, ideally, any piece of spectrum is a per-
missible channel, meaning that spectrum can be channel-
ized with essentially arbitrary values for carrier frequency
and bandwidth. However, this scheme inevitably leads to
challenges in designing the required radio transceivers. To
overcome these problems, we propose an adaptive discrete
channelization scheme, where a radio dynamically com-
bines multiple fixed channels based on its needs to form a
new channel.

Specifically, we define an atomic channel to be one
that has the minimum bandwidth b (Hz) of all permissible
channels and takes a set of discrete values for carrier fre-
quency. The bandwidth b is set such that it is wide enough
for an atomic channel to be used alone as a communication
channel. Atomic channels can also be combined together
to form a composite channel. Define channel C0, whose

carrier frequency is f0 and bandwidth is b. The permis-
sible carrier frequencies of composite channels are evenly
spaced, and they can be represented by f = f0 + mb,
where m = 0,±1,±2, .... The bandwidth of a permissible
channel takes odd-number multiples of b, i.e., kb, where
k = 1, 3, 5, .... The reason of allowing only odd numbers
is that otherwise, if k were even the radio would need to
support additional carrier frequencies f0 + (m + 1/2)b.
With these notations, any permissible channel can be rep-
resented by a pair of integers (m, k), which is illustrated
in Fig. 3.

b

f
0

m = 4

k = 3

f = f
0
+ mb

Channel (m,k)

Fig. 3. The channel marked by the thick line is represented by
(m, k) = (4, 3), which designates carrier frequency f = f0+4b
and bandwidth 3b (Hz).

Given n atomic channels, a legacy MAC protocol views
n permissible channels, while SRAC sees a total num-
ber of (n + 1)2/4 permissible channels if n is odd, and
n(n+2)/4+1 permissible channels if n is even. The gain
in the number of permissible channels is approximately
n/4 times. Thus, SRAC can choose from a much larger
pool of candidate channels, which include the channels
viewed as permissible by legacy MAC protocols, to ap-
proximate the available spectrum, thus resulting in better
network performance.

B.2 As-Needed Use of Spectrum

Existing legacy multi-channel MAC protocols attempt
to increase network capacity by utilizing multiple chan-
nels in parallel. This approach indeed improves unicast
performance. However, as explained in Section II, this ap-
proach distributes nodes on different channels, and is thus
difficult to take advantage of the broadcast nature of the
wireless medium that could provide efficient support for
multicast. Some legacy multi-channel MAC protocols re-
sort to a common control channel for broadcast, but, as
discussed early, such a channel may not exist across the
network, and even if it exists, the control channel satura-
tion problem may occur [13].

To keep the number of channels low for better multi-
cast support while meeting the capacity demand, we pro-
pose that a node is not allowed to change its receive chan-
nel unless required by its own needs: to avoid jamming
and primary spectrum users, or to provide more capacity
in response to high channel load, where receive channel
is defined as the channel over which a node receives. If



initialized to share a common receive channel, nodes will
tend to keep sharing that common receive channel to the
extent possible. Be cautioned, the definition does not pro-
hibit a node from transmitting on its own receive channel.
The terminology receive channel is introduced to empha-
size the following obvious but often overlooked fact.
Observation 1: For a wireless transmission to be success-
ful, the transmitter does not need to be interference free. �

This is true because the success of a transmission is deter-
mined by the signal quality at the receiver, which is unnec-
essarily related to the interference at the transmitter.

Given the jamming, primary spectrum use and channel
load conditions, a node will have a stable receive chan-
nel, which it can tell to its neighbors. To communicate,
a neighbor can directly transmit a frame to this node over
the receive channel without the need for channel negoti-
ation over a common control channel to determine which
channel is to be used for receiving. This results in signifi-
cant reduction in communication overhead.

B.3 Cross-Channel Communication

We have shown in Fig. 1 that ”cross-channel commu-
nication” is important for enabling communications when
there are multiple jamming sources and there is no com-
mon idle spectrum between the transmitter and the re-
ceiver. In such scenarios, communications are considered
impossible by legacy MAC protocols. To further elaborate
on this concept, we consider another example in Fig. 4. As
was done in [16], we group nodes that share the same avail-
able spectrum together and call them a subnet. To make the
channel selection rule completely distributed, we require
that each subnet has a single receive channel, which only
depends on the jamming and primary spectrum use condi-
tions. In this example, all nodes originally use channel 0 as
the receive channel (which is also the only channel for all
transmissions). Then, two jammers start jamming the net-
work, as indicated by the shades. Being jammed, subnet
1 and subnet 3, switch their receive channels to channels
4 and 1, respectively. The rest of the network, subnet 2,
keeps using the initial receive channel. Without “cross-
channel communication”, subnet 2 can only communicate
with either subnet 1 or subnet 3, but not both. The en-
tire network is thus disconnected. However, with “cross-
channel communication”, three subnets can communicate,
as indicated by the arrows in the figure.

The concept of “cross-channel communication” also
turns out to be critical to the “as-needed use of spectrum”
paradigm. For a meaningful discussion, consider a net-
work that originally is a connected graph [24, p. 387], that
is, there exists a path connecting any pair of nodes. We
have the following result.
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Fig. 4. The network remain connected after jamming by using
“cross-channel communication”.

Proposition 1: Suppose that in response to jamming, pri-
mary spectrum users, and high channel load, some nodes
change their receive channels from the initial receive chan-
nel, and others keep using the initial receive channel.
(a) There is at least one node whose receive channel is dif-
ferent from that of at least one of its neighbors.
(b) If two nodes can communicate only if they share the
same receive channel, then the network will be discon-
nected.
Proof: (a) Proof by contradiction. Suppose the conclu-
sion is false, then it will end up with either all the nodes
switching to a receive channel that is different from the ini-
tial receive channel, or all the nodes keep using the initial
receive channel. In either case, this contradicts with the
fact that, after the channel change, there are at least two
receive channels being used in the network.
(b) Consider two nodes A and B. Node A changes its re-
ceive channel, and node B keeps the initial receive chan-
nel. By the definition of a connected graph, before the
channel change, there is a path containing node A and node
B. Now, take any of such paths, after the channel change,
there will be at least one arc that disappears due to the
assumption that two nodes can communicate only if they
share the same receive channel. Therefore, there is no path
containing both A and B. Thus the network after channel
change is disconnected. �

It is important to note that Cross-Channel Communica-
tion is used for jamming only. In other words, if the cause
of the problem is primary spectrum use, Cross-Channel
Communication should not be used. A node can distin-
guish these two cases by using the output of the Jam-
mer/Primary User Detector (see Fig.2), which analyzes
the signals and waveforms received from the single ra-
dio. Additionally, the benefit of Cross-Channel Commu-
nication comes at the cost of frequent channel switching.
For two-way traffic, a node has to transmit on one channel
and receive on a different channel. Nevertheless, the ben-
efit of Cross-Channel Communication outweighs its cost.
In the case of jamming described above, if Cross-Channel
Communication is not used, relay nodes must be used to
forward the traffic in a multi-hop fashion. Otherwise, the



network becomes disconnected. Either way, the benefit of
Cross-Channel Communication outweighs its cost.

C. SRAC Algorithm Description

The SRAC algorithm consists of two components: re-
ceive channel adaptation, and guidance to data transmis-
sions. In receive channel adaptation, each node dynami-
cally selects its receive channel in response to jamming,
primary spectrum users and channel load. It also keeps
track of changes in the receive channels of its one-hop
neighbors. The collected receive channel information is
then used to guide ordinary data transmissions.

C.1 Receive Channel Adaptation

We consider receive channel adaptation for jamming
and primary spectrum use separately.

Case 1: Jamming
There are two key aspects in the design of the receive chan-
nel adaptation procedure. First, the selection of the receive
channel must be well coordinated to facilitate future com-
munications. This is done by providing a channel selec-
tion rule that exploits the similarity in jamming, primary
spectrum use and channel load between nodes in close ge-
ographical proximity. The similarity is justified by various
radio propagation pathloss models [26] and the fact that
(1) wave-length scale strong signal strength variation (fad-
ing) can be mitigated by averaging over different locations,
i.e., by mobility, (2) when a node detects jamming and pri-
mary spectrum users it may broadcast that information to
its neighbors, and (3) traffic transmission can be overheard
by the neighbors. Second, the change in receive channel
must be conveyed to neighbors reliably. This is achieved
by introducing an ARQ [24] mechanism.

Node 1 (receive channel = 2)

Neighbor A (receive channel = 2)

Neighbor  B (receive channel = 1)

CSMA

Random Wait

Notification

Notification

Time

Change receive channel

from 1 to 2

Random Wait

ACK

ACK

CSMA

ACK

ACK

Fig. 5. Channel change notification and acknowledgement in
response to jamming. Node 1 changes its receive channel from
channel 1 to channel 2, and it notifies neighbors on the new
channel (channel 2) and neighbors on the old channel (channel
1).

A pre-configured common channel is set as the initial
receive channel C0 for each node upon power up. The
nodes then follow the following steps.

1. Select a candidate channel for the new receive chan-
nel. Each node monitors the presence of jamming/primary
users and the channel load on the channel where it is cur-
rently on, and feeds this information to the SRAC algo-
rithm, as shown in Fig. 2. Based on this information, the
node makes a decision on whether it needs to change its
current receive channel and how much the bandwidth it
needs. If it decides to change, it refers to the channel in-
formation that it has collected, and chooses an idle channel
whose carrier frequency is closest to the carrier frequency
of the initial receive channel f0. Depending on the channel
activities, this distance criterion may result in two candi-
dates, which are on either side of the carrier frequency f0.
If such a tie occurs, SRAC chooses the one with a lower
carrier frequency.

2. Evaluate the candidate channel. The node switches to
the candidate channel and evaluates it. If the candidate
channel’s condition meets its needs, the node will set it as
the new receive channel. On the other hand, if it does not,
the node will try the next candidate channel as done in step
1.

3. Receive channel change notification and acknowledge-
ment. When a node changes its receive channel, it is
obliged to inform all of its neighbors of the change so that
future traffic destined to it will be sent over the new receive
channel. To do this, it creates a notification frame which
contains information about its new receive channel. Each
node maintains a channel table which records the latest re-
ceive channel for its one-hop neighbors. Each entry is in
soft state, that is, it will age out unless it is updated in time.
The notification frame is sent over the receive channels in
the table via multiple broadcasts. Upon finishing one of
such broadcasts, the node changes back to its own receive
channel to wait for acknowledgements. After receiving a
notification frame, a neighbor waits a random time before
sending back an ACK frame over the new receive channel
indicated in the notification frame, and the ACK contains
information about this neighbor’s receive channel. Thus,
the ACK frame serves two purposes: acknowledging the
notification and updating the receive channel of the neigh-
bor that sends the ACK. This way, both the node and its
neighbors obtain each other’s latest receive channel infor-
mation. Figure 5 shows the timing diagram of this message
exchange. Node 1’s receive channel is channel 1 initially,
and it then changes to channel 2. It first broadcasts a no-
tification frame on channel 2, and the nodes that hear the



notification frame will sense the channel via CSMA and
then send back an ACK. We use CSMA to reduce colli-
sion rather than pure Aloha style random access since the
former generally performs better than the latter under the
same conditions [27, p. 400]. When the ACK from node
A arrives, node 1 updates the channel information for node
A. Node 1 then broadcasts a duplicate notification frame
on channel 1, which, in this case, is node 1’s previous re-
ceive channel. After receiving the notification frame, node
B waits a random time and sends an ACK over channel
2, which is node 1’s current receive channel. After some
random time, node 1 look ups its channel table for remain-
ing listed receive channels. If it finds one, it will send a
notification frame, just as done on its current and previous
receive channels.

This notification and acknowledgement process will be
carried out for every receive channel in the channel table.
If a node receives an ACK from each node on a certain re-
ceive channel in the channel table, it considers the notifica-
tion procedure for that channel has been successful. Oth-
erwise, it will retry that channel until all neighbors have
acknowledged or it hits a maximum retry limit.

Note that the medium access scheme on a node’s own re-
ceive channel is different from that on the receive channels
of its neighbors. This is due to the fact that, by the receive
channel selection rule, its own receive channel allows the
node to successfully listen, while other receive channels
can not ensure this. Thus, we resort to the ”random wait
before access” scheme for those ”other receive channels”
to minimize collision. In the example shown in Fig. 5,
CSMA is used for the medium access on node 1’s own cur-
rent receive channel, while ”random wait before access” is
used for the other receive channels in node 1’s channel ta-
ble.

We now consider the reliability of the notification proce-
dure through a simple analysis. Let the probability that
a notification frame is lost at node A be pA, the prob-
ability that an ACK gets lost at node 1 be p1, and the
maximum number of retries be K, then the success rate
of the notification process between node 1 and node A is
ps = 1−[1−(1−pA)(1−p1)]K = 1−(pA+p1−pAp1)K .
Since the notification and ACK frames are short and the
propagation delay is small, the frame loss rate pA and p1

will be generally very small [27]. For pA = p1 = 0.2 and
K = 7, we have a success rate ps = 0.9992, and as the
frame loss rates increase to 0.5, we still have ps = 0.8665.

4. Background channel probe. Even if a node has com-

pleted the notification process, it still needs to check the
current status of other channels. With this information,
when the node needs to change its current receive channel,
it can immediately find a potential candidate. The probe
is done as follows: when the transceiver is not in trans-
mission, a node randomly picks a short time interval and
switches to an atomic channel to do passive listening. The
channels to be probed are limited to the atomic channels
between the initial receive channel and its current receive
channel. More precisely, suppose carrier frequency of the
current receive channel is fn, and recall that the carrier fre-
quency of the initial receive channel is f0. The node will
probe all atomic channels that satisfy |fi−f0| < |fn−f0|.
If the node finds an acceptable channel in its background
probe, it will choose that channel as a candidate receive
channel and go to step 1. By doing this, the network
intends to concentrate around the initial receive channel,
thus reducing the number of receive channels to the extent
where the channel conditions permit.
Note: (1) As discussed before, the methods of detecting
jamming and primary spectrum users are out of the scope
of this paper. As to channel load, it can be estimated by lo-
cally observing the percent of time during which the chan-
nel is in active use. For instance, a node periodically polls
its channel status, and sets a binary number sn to 0 if the
channel is idle, and to 1 otherwise. The observation is
then used to update an exponential weighted moving aver-
age (EWMA) of sn by: s̄n = (1 − a)s̄n−1 + asn, where
0 < a � 1, to reduce statistical variation. If s̄n is greater
than a threshold, the node looks for a new receive chan-
nel with larger bandwidth, otherwise, it keeps the current
receive channel. (2) More up-to-date channel information
statistics can be obtained if nodes are put in the promiscu-
ous mode to overhear other frames, which are modified
to contain the receive channel information of the frame
source. (3) Putting the channel entry as soft state enables
SRAC to adapt to mobility. A stale entry will be aged out if
the corresponding neighbor moves away. (4) When a node
moves into another node’s communication range, they will
discover each other by the back ground probe process.

The receive channel adaptation process has two prop-
erties. The first one analyzes the impact of background
channel probe on the equivalent link quality, and the sec-
ond one points out an overhead-free implicit coordination
in receive channel selection.
Proposition 2: Suppose a node randomly picks λ portion
of the time to leave its current receive channel for back-
ground channel probe, and let the frame loss rate without
the probe at this node be pl. Then with the probe, the frame
loss rate is increased by λ(1 − pl).
Proof: While the node is absent from its current receive



channel for a probe, a frame destined to it will be lost.
Since the absence interval is chosen randomly, the proba-
bility that a frame is successfully received becomes p′l =
1 − (1 − λ)(1 − pl). Thus p′l − pl = λ(1 − pl). �

It is clear that as λ � 1, the impact is equivalent to a
negligible degradation in link quality, which can be eas-
ily compensated by link layer or upper layer retransmis-
sions. Since the wireless link is lossy in nature anyway,
this degradation does not dramatically affect the network
performance.

Proposition 3: If we quantize the jamming, primary
spectrum use and channel load conditions into discrete lev-
els, then those nodes that fall in the same levels will switch
to the same new receive channel without communication
overhead.
Proof: It follows from the receive channel selection rule in
steps 1 and 2. �

Case 2: Primary Spectrum Use
In the case of jamming, a transmission on the channel be-
ing jammed is acceptable since it does little harm. How-
ever, in the case of primary spectrum use, a transmission
on the channel newly occupied by the primary spectrum
users may disrupt the primary spectrum users, and thus
should be prohibited. Since the only possible transmis-
sions that causes such disruption are the notification pack-
ets sent over the old receive channel (See Fig.5), we only
need to disable these transmissions. As a result, it takes
longer for the nodes to know the changes in receive chan-
nel of its neighbors.

C.2 Guidance to Data Transmissions

The channel information collected in the receive chan-
nel adaptation procedure is then used to guide the trans-
mission of data and related control messages.

There are only two types of transmissions that SRAC
need to support at the MAC layer, namely, unicast and
broadcast. Multicast, is often a network layer concept, and
is supported through MAC layer broadcast and network
layer multicast membership check up [11].

To send a unicast frame, the sender first looks up the
receive channel for the destination and then sends the
frame by following the legacy MAC protocol being used.
Consider an example where node A wants to send a uni-
cast frame to node B, and the legacy MAC protocol is
CSMA/CA. Node A first separately sends an RTS frame
over Bs’ receive channel and other receive channels in its
channel table. Any node that hears the RTS frame should
refrain from sending frames to node A. Upon receiving the
RTS frame, which contains the receive channel of node A,
node B will reply with a CTS frame over A’s receive chan-

nel as well as the receive channels in B’s channel table.
Any node that hears the CTS frame should refrain from
sending frames to node B. Upon receiving the CTS frame,
node A will send a data frame over B’s receive channel.
This example again shows the merit of SRAC: even if node
A and node B do not share a common channel where they
can both transmit and receive, they can still communicate.

To send a broadcast frame, the sender checks its chan-
nel table and transmits the frame on every tabulated dis-
tinctive receive channel. Suppose node A wants to send a
broadcast frame to its neighbors B1, B2, B3, B4, in which
nodes B1 and B2 share a receive channel C1 with node A,
and nodes B3 and B4 share receive channel C2. Node A
broadcasts the frame separately on channels C1 and C2. It
takes SRAC two transmissions instead of 4 transmissions
to complete the multi-channel broadcast.

D. SRAC in Operation

The advantages of the SRAC algorithm are best exhib-
ited through a few examples. The one in Fig. 6 shows how
nodes experiencing the same jamming and primary use
conditions coordinate in their receive channel adaptation.
Two nodes originally communicate over the initial receive
channel, and upon detecting jamming or primary spectrum
users, they switch to the same new receive channel by fol-
lowing the receive channel selection rule described early
in Section III-C.1. They can communicate over the new
receive channel immediately. Note that no communication
is necessary.

Subnet 1

Subnet 2

A

B

A

B

(a) (b)

Fig. 6. Two SRAC nodes experiencing similar jam-
ming/primary spectrum user conditions switch to the same re-
ceive channel and can communicate immediately.

The example in Fig.7 illustrates how the SRAC algo-
rithm supports a multicast application. Originally, all the
multicast nodes use one receive channel. Upon detecting
a jammer, some of the nodes (Subnet 1) switch to a new
receive channel, while the others stay with the initial re-
ceive channel. With “cross channel communication”, the
two subnets can still communicate, and within each subnet
ordinary broadcast is being used.

The example in Fig. 8 shows how the SRAC algorithm
adapts to channel load. In Fig.8(a), the channel load is
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(a) (b)

Subnet1

Subnet2

Fig. 7. SRAC nodes under the attack of a jammer support net-
work layer multicast through “cross channel communication”.

beyond a desired threshold. Having observed the high
channel load, the nodes involved (within the shade) triple
the initial channel bandwidth. Note that in order to min-
imize inter-channel interference, it is desirable to ensure
that the new channel (3b) does not overlap the old channel
(b). With more bandwidth, the channel load is reduced and
better network performance is achieved.

(a) (b)

Channel bandwidth = b

Channel bandwidth = 3b

Fig. 8. SRAC adapts channel load by tripling the channel band-
width.

IV. SIMULATION RESULTS

We first briefly discuss SRAC implementation in the
QualNet network simulator [28] and then present the sim-
ulation results.

A. Implementation

We implemented the SRAC algorithm as a relatively in-
dependent module, and integrated it with the CSMA/CA
MAC protocol in QualNet 3.8, which captures the major
features of IEEE 802.11 Distributed Coordination Func-
tion (DCF) while not getting into unnecessary complex is-
sues such as dynamic rate control in the current QualNet
802.11 DCF code. In addition, we implemented a module
to simulate jammers and primary spectrum users.

B. Simulations

The CSMA/CA MAC protocol employs CSMA and
RTS/CTS mechanisms to reduce collision. The radio prop-
agation pathloss is modeled as Two-Ray, and the physical
layer raw data rate is 1Mbps for RTS/CTS and SRAC spe-

cific control frames, and 2Mbps for other transmissions
(per atomic channel).

B.1 Unicast

The network topology is shown in Fig. 9, where node
1 sends CBR traffic to node 3 via relay node 2, starting
from time 0.5 second and ending at time 30 seconds. The
jammer starts at time 10 seconds and lasts to the end of the
simulation. The routing protocol is AODV.

The CBR packet size is 512 bytes. Figure 10 shows
that at CBR sending rate 100 packets/s, without SRAC,
the CBR traffic flow stops shortly after time 10 seconds
when the jammer starts, while with SRAC, it continues.
The ripple in the throughput for the case of SRAC is due
to the communication overhead caused by notification and
acknowledgement message exchange. We next increase
the CBR sending rate to 200 packets/sec. The throughput
as a function of time is now plotted in Fig. 11. The drop in
the throughput after the start of the jamming is because the
network already reaches its capacity, and there is no spare
capacity, as in Fig. 10, to completely compensate for the
artificial packet loss (i.e., due to a node not being always
on a channel).

Node 1 Node 2 Node 3

Jammer

Interference Range: 500m

250m 400m250m

Fig. 9. Network setup for the unicast simulations.
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Fig. 11. Throughput for the CSMA/CA MAC protocol with and
without SRAC for 200pkts/sec CBR traffic generator.

B.2 Multicast

The multicast routing protocol is On-Demand Multicast
Routing Protocol (ODMRP) [11], and the multicast appli-
cation is Multicast CBR (MCBR). For clarity, we first fo-
cus on a simple network topology, as shown in Fig. 12,
where the nodes are evenly spaced. Nodes 5, 6, 4, 7, 8,
12 form a multicast group. Node 5 sends MCBR traffic
to the other nodes in the multicast group. The MCBR ap-
plication starts at time 20 seconds, and stops at time 100
seconds, with data rate of 2 packets/sec. The jammer starts
at time 50 seconds. The physical layer parameters such as
transmission powers are set the same as those in the uni-
cast simulations. We run the same scenario 10 times with
different random seeds to obtain an average. It is seen in
Fig. 13 that with SRAC, the average total number of pack-
ets received by the MCBR receivers are 94.61% higher
than that without SRAC. Note that for those nodes that
are affected by the jamming, i.e., nodes 4, 7, 8 and 12, the
gain is even higher. In fact, if there were no jamming, 800
packets would be received in total at most by the MCBR
receivers. With SRAC, a total number of 793 packets are
received under the jamming attack.

200m

1
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432

6 7 8

9 10 11 12

MCBR Sender

Interference Range: 500m200m

200m

Fig. 12. Network setup for the MCBR multicast application,
where solid black circles represent the nodes in the multicast
group.
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Fig. 13. The number of MCBR packets received by each mul-
ticast group member, where node 6 is not affected by jamming
while others are.

We now consider a more complicated scenario, where
28 nodes and a jammer are randomly placed in a 1500 ×
1500 m2 terrain. The jamming range is 896 m, and the
28 nodes each have a communication range of 754m. Five
nodes are selected to form a multicast group, with two un-
der direct attack from the jammer. One of the five nodes
sends MCBR traffic to the other four nodes, starting from
time 20 seconds and ending at time 100 seconds. The jam-
mer starts at time 50 seconds and continues until time 100
seconds. We calculate the gain of SRAC in the number of
received MCBR packets over that of the case where SRAC
is not used. For each MCBR sending rate, we calculate
the average number of received MCBR packets and the
95% confidence interval based on 10 random seeded sim-
ulations. We see from Fig. 14 that the gain decreases as the
MCBR sending rate increases, which agrees with Proposi-
tion 2 since the artificial packet loss introduced by SRAC
increases as a node spends more time switching channel
to relay traffic across different channels. However, even at
high traffic load the gain is still significant. Note that, if we
exclude the two nodes that are not directly affected by the
jammer in the calculation, the gain will be much higher.

V. DISCUSSIONS

The SRAC algorithm allows combining individual
atomic channels for a composite channel that may have
a rather wide bandwidth. Traditional modulation schemes
may not be applicable considering the difficulty in short
time synchronization at the receiver. Alternative ap-
proaches do exist, however, such as the Orthogonal Fre-
quency Division Multiplexing (OFDM) modulation [26].
Also, an OFDM transmitter can easily adjust the signal
bandwidth by using a subset of a large number of sub-
carriers. Software Defined Radio (SDR) is a promising
economic approach to providing physical layer support for
the SRAC algorithm.
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Fig. 14. The gain of SRAC in the number of packets received
by the MCBR receivers changes with the MCBR sending rate,
where the bars denote 95% confidence intervals.

There is a penalty for frequent channel switching in the
SRAC algorithm. Capacity is wasted when a radio tran-
sitions from one channel to another. The exact capacity
loss depends on the implementation. State-of-the-art im-
plementation of 802.11a/b/g radios [29] take only about
30 µs to switch channel, as opposed to about 200 µs by
commercially available 802.11b radios [30]. The impact
of channel switching delay is negligible for low data rates,
and becomes significant for high data rates.

Emission policies for nodes in the presence of primary
spectrum users may be different from the one assumed in
the paper. Instead of ensuring zero disruption, the pol-
icy may allow minimal disruption. Thus, the proposed
SRAC algorithm is conservative in conforming emission
policies.

VI. CONCLUSIONS

We proposed the Single-Radio Adaptive Channel
(SRAC) algorithm to upgrade existing legacy single-radio
MAC protocols to be dynamic spectrum access capable. It
provides a feasible dynamic channelization mechanism to
make the best of the available spectrum, relaxes the ra-
dio communication conditions to enhance network con-
nectivity, and exploits the broadcast nature of the wireless
medium to provide efficient multicast support. The perfor-
mance of SRAC is evaluated through analysis and QualNet
simulations.
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